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Why study protein dynamics?

Protein flexibility is crucial for function.  One “average” structure is not 
enough.  Proteins constantly sample configurational space.  

•Transport - binding and moving molecules (ex: molecular oxygen binding 
to hemoglobin)

•Enzyme catalysis - substrate entry and produce release

•Allosteric regulation - regulation of enzyme activity.  Enzyme must be 
able to flip-flop between on (active) and off (inactive) states 

•Molecular associations - induced fit (ex: transcription complexes)
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Molecular dynamics (MD) is a computer 

simulation of physical movements of a number 

of interacting atoms or molecules within a 

given period of time

What is a Molecular Dynamics?



( )mx U x= ∇��

Two Components of Molecular 

Dynamics

• Force field

• Equation of Motions



What is a Force Field?

• Force field is a collection of parameters for a 

potential energy function 

� Parameters might come from fitting against 

experimental data or quantum mechanics 

calculations

( )mx U x= ∇��



Force Fields: Typical Energy Functions
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Bonding Terms: bond stretch

• Most often Harmonic 
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Bonding Terms: angle bending

• Most often Harmonic 
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Bonding Terms: Torsions

• Torsion energy: rotation about a bond (dihedral angles)
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Bonding Terms: Improper Torsions

• Improper torsion is not a regular torsion angle. It is used to describe 

the energy of out-of-plane motions. It is often necessary for planar 

groups, such as sp2 hybridized carbons in carbonyl groups and in 

aromatic rings, because the normal torsion terms described above 

is not sufficient to maintain the planarity.
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Non-bonded Terms

• Electrostatic interactions 

(Coulomb’s Law)

• Lennard-Jones interactions

• Combination Rules for LJ
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Classical Equations of Motion

• Several formulations are in use
– Newtonian

– Lagrangian

– Hamiltonian

• Advantages of non-Newtonian formulations
– more general, no need for “fictitious” forces

– better suited for multiparticle systems

– better handling of constraints

– can be formulated from more basic postulates

• Assume conservative forces

U= −∇F
� �

Gradient of a scalar potential energy



Newtonian Formulation

• Cartesian spatial coordinates ri = (xi,yi,zi) are primary 
variables
– for N atoms, system of N 2nd-order differential equations

• Sample application:  2D motion in central force field

– Polar coordinates are more natural 
and convenient
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Integration Algorithms

• Desirable features of an integrator

– minimal need to compute forces (a very 

expensive calculation)

– good stability for large time steps

– good accuracy 

– conserves energy and momentum

– time-reversible



Verlet Algorithm:   Flow diagram

Configuration r(t)

Previous configuration r(t-δt)

Compute forces F(t)

on all atoms using r(t)

Advance all positions according to

r(t+δt) = 2r(t)-r(t-δt)+F(t)/m δt2

Add to block sum

End of block?
No Block

averages

Yes

One MD Cycle

One force 

evaluation per 

time step



Verlet Algorithm: Flow Diagram
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Verlet Algorithm: Flow Diagram
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Verlet Algorithm: Flow Diagram
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Verlet Algorithm: Flow Diagram
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Verlet Algorithm: Flow Diagram
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Verlet Algorithm: Flow Diagram
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Verlet Algorithm: Flow Diagram
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Boundary Condition

Periodic boundary

condition

Specular boundary

condition
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What is Monte Carlo (MC) method ? 

The Monte Carlo method: is a numerical 

method for statistical simulation which 

utilizes sequences of random numbers to 

perform the simulation



Random numbers

• Uniform Random numbers or pseudo-random 
numbers (PRN) are essentially independent 
random variables uniformly Distributed over 
the unit interval  (0,1).

●The PRNs are good if they are uniformly 
distributed, statistically independent and  
reproducible.



Classic Example
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# of dots inside circle=s
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Monte Carlo in Molecular Simulation

• MC techniques applied to molecular simulation

• Almost always involves a Markov process
– move to a new configuration from an existing one 

according to a well-defined transition probability

• Simulation procedure
– generate a new “trial” configuration by making a 

perturbation to the present configuration

– accept the new configuration based on the ratio of 
the probabilities for the new and old configurations, 
according to the Metropolis algorithm

– if the trial is rejected, the present configuration is 
taken as the next one in the Markov chain

– repeat this many times, accumulating sums for 
averages

new

old

U

U

e

e

β

β

−

−

State k

State k+1



Trial Moves

• A great variety of trial moves can be made

• Basic selection of trial moves is dictated by choice of ensemble
– almost all MC is performed at constant T

• no need to ensure trial holds energy fixed

– must ensure relevant elements of ensemble are sampled
• all ensembles have molecule displacement, rotation; atom displacement

• isobaric ensembles have trials that change the volume

• grand-canonical ensembles have trials that insert/delete a molecule

• Significant increase in efficiency of algorithm can be achieved by the 
introduction of clever trial moves
– crankshaft moves for polymers

– multi-molecule movements of associating molecules

– many more



General Form of Algorithm

New configuration

Monte Carlo Move

Select type of trial move
each type of move has fixed 

probability of being selected

Perform selected trial 

move

Decide to accept trial 

configuration, or keep 

original



General Form of Algorithm
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General Form of Algorithm

if 

otherwise



Total 

Energy

Configurational Space

Energy Landscape



Total 

Energy

Configurational Space

Energy Landscape

Good move, accept for sure



Total 

Energy

Configurational Space

Energy Landscape

Bad move, accept with small probability



Total 

Energy

Configurational Space

Energy Landscape

After many steps

Global minima



General Form of Algorithm: Applications 

to Polymers



MD

MC

Time

MC vs. MD



MC vs. MD

• Only energy is needed
• Straightforward to perform NVT 

and NPT
• Easy to constrain some degrees of 

freedoms (not include them in 
trials)

• For some systems, large motions 
can be made (LJ particles) 
between consecutive 
configurations

• Hard to make trials for complex 
systems, such as proteins, since 
proteins move collectively

• Step size decreases with system 
size

• Can’t easily get kinetic 
information

• Both energy and force are 
needed

• Requires temperature and 
pressure control for NVT and NPT

• Needs special techniques to 
constrain some degrees of 
freedoms

• The consecutive configurations 
are very similar

• MD can move simple and 
complex systems the same way 

• Same time step can be used for 
small or large systems

• Can generate kinetic data as well 
as thermodynamic data
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Res. 41-56

GEWTYDDATKTFTVTE

Protein G (2gb1)

Example 1: (un)Folding a ββββ-hairpin





Example 2: MD Simulations of the K+ 

Channel Protein

Ion channels are membrane - spanning 

proteins that form a pathway for the flux of 

inorganic ions across cell membranes. 

Potassium channels are a particularly 

interesting class of ion channels, managing 

to distinguish with impressive fidelity 

between K+ and Na+ ions while maintaining 

a very high throughput of K+ ions when 

gated.



Setting up the system (1)

• retrieve the PDB (coordinates)  

file from the Protein Data Bank

• use topology and parameter files to set 

up the structure

• add hydrogen atoms using 

X-PLOR

• minimize the protein structure using 

NAMD2



Setting up the system (2)

Simulate the protein in its natural environment: solvated lipid bilayer

lipids



Setting up the system (3)
Inserting the protein in the lipid bilayer

gaps

Automatic insertion into the lipid bilayer leads to big gaps between the protein and the 

membrane => long equilibration time required to fill the gaps.

Solution: manually adjust the position of lipids around the protein



The system

solvent

solvent

Kcsa channel protein

(in blue) embedded in 

a (3:1) POPE/POPG

lipid bilayer. Water

molecules inside the

channel are shown

in vdW representation.



Summary of simulations:

• protein/membrane system contains 38,112 atoms, including 5117 water molecules, 

100 POPE and 34 POPG lipids, plus K+ counterions

• CHARMM26 forcefield

• periodic boundary conditions, PME electrostatics

• 1 ns equilibration at 310K, NpT

• 2 ns dynamics, NpT

Simulating the system:

Free MD



MD Results

RMS deviations for the KcsA protein and its selectivity filer indicate that the protein is 

stable during the simulation with the selectivity filter the most stable part of the system.

Temperature factors for individual residues in the four monomers of the KcsA channel 

protein indicate that the most flexible parts of the protein are the N and C terminal ends, 

residues 52-60 and residues 84-90. Residues 74-80 in the selectivity filter have low 

temperature factors and are very stable during the simulation. 



Simulating the system:

Steered Molecular Dynamics (SMD)
In SMD simulations  an external force 

is applied to an atom or a group of 

atoms to accelerate processes, for 

example, passing of ions through a 

channel protein.

In the SMD simulations of the K 

channel, a moving, planar harmonic 

restraint, with a force constant of 21 

kJ/mol/A,  was applied to one of the 

ions in the channel. The restraint was 

applied along the z-axis only, allowing 

the ion to drift freely in the plane of the 

membrane. To avoid local heating 

caused by applied external forces, all 

heavy atoms were coupled to a 

Langevin heat bath with a coupling 

constant of 10/ps. 



SMD Results

Steered ion 78

77

76

75
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EM = (Transmission) Electron 

Microscopy

Cryo EM = technique where biological 

samples are preserved in vitreous ice 

and imaged by EM at cryogenic 

temperatures.  

EM reconstruction = 3D maps are 

generated by averaging over many EM 

images. 

Example 3: EM-based Structural Refinement
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EM-based Structural Refinement
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EM-based Structural Refinement

Sample Examples

Icosahedral virus Ribosome
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EM-based Structural Refinement

Sample Types

Type Examples Reconstruction 

Method

Typical

resolution

Single 
particles

Icosahedral viruses, 
GroEL, ribosome

Single particle 
reconstruction

20-4 Å

Filaments Flagella, filamentous 
viruses, actin, tubular 

crystals

Helical 
reconstruction

15-3 Å

2D crystals Catalase, aquaporin, 
tubulin

2D electron 
crystallography

10-2 Å

Ensembles HIV capsids Electron 
Tomography

40-20 Å
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EM-based Structural Refinement

Background

Cryo-EM allows access to structural data on large flexible macromolecular 

assemblies which are likely to be difficult or impossible to crystallize.

�Major Disadvantage

�Low Resolution

Helix-hunter Sheet-miner

�Only secondary structure elements and 

their skeletons could be extracted
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EM-based Structural Refinement

Structural Analysis

Methods to interpret higher resolution

information from cryo EM map volumes: 

• “segmentation” -- identifying different parts of the 

map

• “fitting” --placing atomic coordinates into the map, 

e.g., from X-ray structures

• Molecular Dynamics Flexible Fitting (MDFF) (Schulten’ 

Group, UIUC)
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EM-based Structural Refinement

Molecular Dynamics Flexible Fitting (MDFF)

EM map of functional states

Atomic coordinates of close form
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EM-based Structural Refinement

MDFF Algorithm
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EM-based Structural Refinement

MDFF Algorithm
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EM-based Structural Refinement

Application to Ribosome
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EM-based Structural Refinement

Modeling results: ribosome complex with a membrane-bound channel
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EM-based Structural Refinement

Modeling results: interface between ribosome and channel
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EM-based Structural Refinement

Modeling Results: interface between ribosome and channel



75

EM-based Structural Refinement

Conclusions

� The flexible fitting of the crystal structures of the ribosome and channel to 

a cryo-EM map produce an atomic model in agreement with the 

physiological state of the complex in the cryo-EM experiments.

� The modeling results revealed not only the atomic-level details of the 

interactions between the ribosome and the channel, but also how the 

ribosome can prepare the channel for translocation.

� The results support the idea that the monomeric SecY is the functional 

channel. The channel is well positioned below the ribosome to receive the 

exiting polypeptide chain



Background: Small Angle X-ray Scattering

Example 4: SAXS-based Structural Modeling of multi-

domain proteins



�Easy sample preparation: no crystals needed

�Fast data collection and analysis

— Study native proteins in near-physiological conditions

— Enable high-throughput studies

The major bottleneck of SAXS lies in the random 

orientation of dissolved molecules which leads to the 

loss of high resolution information

Background: Small Angle X-ray Scattering



78

SAXS-aided Structural Modeling

Beyond tertiary structures

The structural information from SAXS is taken 

from samples in solution

More fuzzy than crystallography, but on the other 

hand, more function related

This also means that SAXS can also provide the 

information of dynamic protein complex

Example: multi-domain assembled states of protein 

complex in solution
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SAXS-aided Structural Modeling

Application: Hck tyrosine kinase (Roux’s group 2010)

� All Src kinases share a common structural organization comprising the SH3 and SH2 binding 

domains followed by a highly conserved catalytic domain connected by flexible linkers

� Spatial organization of a large and flexible multi-domain macromolecular complex is very 

hard to probe

� The protein is expected to display substantial conformational dynamics, giving rise to a large 

number of possible conformations separated by small energy differences.

� Capturing any of those in a crystallographic state would be inherently difficult.

� Ideally one would like to observe the protein conformation in solution, where it is not 

affected by lattice packing. 

� In principle, small angle X-ray solution scattering (SAXS) is an experimental technique that can 

be used for mapping the three-dimensional organization of multi-domain proteins in 

solution.
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SAXS-aided Structural Modeling

The Hck tyrosine kinase domain assembly: algorithm

�MD simulations are used to extensively 

explore and sample the accessible 

conformational space of the multi-domain 

complex. 

�The configurations are clustered into a small 

number of distinct putative assembly states.
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SAXS-aided Structural Modeling

The Hck tyrosine kinase domain assembly: algorithm
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SAXS-aided Structural Modeling

The Hck tyrosine kinase domain assembly: algorithm

�These clusters are then used as a basis-set to 

analyze SAXS data.

�Comparison of the calculated SAXS patterns 

from all these assembly states with 

experimental data makes it possible to 

determine the population fraction of each 

state of Hck under various conditions.
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SAXS-aided Structural Modeling

The Hck tyrosine kinase domain assembly: algorithm
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SAXS-aided Structural Modeling

Conclusions

� Small angle scattering data itself only include low-resolution structural 

information about molecule envelop, due to the limitation of angular 

average during the experiment in solution.

� Combining with computational approaches, SAXS offers a complementary 

and powerful approach to characterize multi-domain molecular 

assemblies or protein complex aggregation in solution, especially when 

multiple conformations can coexist.
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